
We built a GKE platform

With only 2 engineers and lots of coffee 
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Eline Henriksen
Lead Product Lead
Telenor - Cloud Platforms

cloud.telenor.no



• Telenor is present in the 

Nordic countries

• Nova is a modern platform

• Cost savings by centralizing 

Telenor platform development

• There has been interest from 

Nordics to use Nova

• Telenor Denmark is the first to 

use GKE

Our Nordic 
ambition
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We’re a small team

Can we still deliver world -class developer experience on GKE?
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GKE Standard (Enterprise)

Cloud Service Mesh FQDNNetworkPolicy

Nova Tooling

VPC Cloud Armor

Application Layer

Cluster Tooling

Containter Runtime

Network Layer

Grafana Cloud



Automation is key
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Google Secret ManagerTerraform

External Secrets
Argo CD 

ApplicationSet

Creates new cluster

Syncs secrets into GKE
Argo CD reads new config

ApplicationSet provisions
new cluster w/ pods

GKE Cluster

Mgmt . Cluster

Saves secret

Reads all new
secrets



Managed offerings



• DA mandates mTLS

• We have (not great) experience with 

Istio

• We wanted as managed an offering as 

possible - Cloud Service Mesh!

• CSM has two modes, we use Traffic 

Director

• Largely one -”click ” install

• In theory should make multi -cluster 

mesh easy too (not tested)

• GKE Sandbox is not friends with CSM 

TD

Cloud Service 
Mesh
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Use built - in features



• GKE Dataplane  v2 is based on 

Cilium

• Cilium has L7 NetworkPolicy

• GKE made their own, 

FQDNNetworkPolicy

• Works well

• GKE also provides 

CiliumClusterwideNetworkPolicy

FQDNNetwork
Policy
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Don’t write code when you don’t have to



Change colours

To change background colour, do the 

following:

Right click on your slide, select ‘format 

background’ to open the ‘format pane’.

In the format pane select ‘Solid fill’  and 

change ’fill colour’. 

Use one of the theme colours or select ‘more 

colors’ and use the pipette to eyedrop one of 

the background colours  from this panel.

Always ensure sufficient contrast between 

background, text and logo.

controller -runtime & operator pattern
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Testing a new simplified self -service

ResourceGraphDefinition

Kro.run

SQLDatabase

Creates CRD

Uses

Developer

Creates

Platform
Engineer

SQLDatabase

SQLInstance

SQLUser

Creates

Operator

Config Connector

Watches for

Syncs with
cloud



Lessons learned



Biggest challenge – Attrition risk
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Promoted Transferred QuitHired



• Attrition risk manageable if you keep complexity 
low and use industry standard tools

• Build as little as possible yourself

• Use managed services

• Use built - in Kubernetes stuff (VAP, PSS)

• Automation is key

• Consider Autopilot

And finally:
It’s possible to run a serious GKE operation with a 
handful of people if you play your cards right!

Lessons learned
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Thanks !
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